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2ブロックチェーンの可能性（概要）

ビットコインが生まれた2008年から2013年までは、ビットコ
インしか存在しなかったため、ビットコイン関連のベンチャー
に投資が行われてきたが、2013年に発表されたEthereumで
は、記録対象は、取引記録だけではなく、プログラム、デー
タも含むようになり、この他にも、様々なパブリックチェー
ンが開発されてきた。2014年～のブロックチェーン技術への
投資額は以下のとおりであり、今後拡大していくことが見込
まれています。

（ブロックチェーンへの投資額）
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3ブロックチェーンの仕組み（概要）
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ブロックチェーンは、各ブロックに1つ前のブロックのハッシュを入れて、新しいブロックを作成し、それ
をチェーンのようにつなげていくことで構築される。
また、ブロックの作成者はブロックの全体の内容に対して電子署名した上でネットワークに公開するため、
仮に悪意あるものがブロックの内容を改竄した場合には、誰でもわかるしくみになっている。なお、1つ
のブロックを改竄するためには、関連するチェーン全ての改竄が必要になるため、改竄が実質的に困難な
しくみで運用されている。
さらに、ブロック内の取引リスト（複数の取引を集約）が重要な情報であるが、この取引リストは、個別
取引ごとに電子署名されているため、取引の発行者が誰かということが明瞭にわかる上に、ブロックと同
様に個別取引及び取引リストの改竄も難しいしくみになっている。
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取引の改ざん 二重取引
（Double Spend）

A B A B

C

❌ 100円

100円

公開鍵技術によって、取引を電子署名するた
め、悪意あるものが内容を変更した場合は、
不正な取引だとわかる。

※　数式によって確認が行われるため、中央
管理者は不要である。

ネットワークに参加するサーバーは全員同じ
データをもつため、あるアカウントが保有残
高以上のお金を送金しよう（二重取引）とし
た場合、参加者全員が二重取引していること
がわかる。

ブロックチェーンの仕組み（不正防止）
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ブロックチェーンはP2Pネットワークを利
用することで２４時間、停止することな
く運用できる。仮に数台のサーバーが停止
されたとしても、ネットワーク全体として
は動き続ける。

システム停止防止

コスト削減
仮に数台のサーバーが停止されてもネットワークが総合的に運用で
きるため、特別仕様の信用性が高いサーバーやシステム環境でなく、
安価なコンピュータハードウェアを利用することができる上に、管
理者の人件費のコストも削減できる。

ブロックチェーンの仕組み（P2Pバイナリーデータ通信）
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ブロックチェーンの技術

従来の技術 複数の暗号技術とDBがバラバラであった

複数の暗号技術とDBが一体型の技術が生まれた

コストや開発の困難性から、実質的に不可能だったデータベースが実現できるようになっ
た。複数の暗号技術等の組み合わせで機密性が高く、ゼロダウンタイムな環境へ。

従来の技術 ブロックチェーン技術
公開鍵暗号方式 個別に組込開発

一体型
電子署名 個別に組込開発

P2Pネットワーク 個別に組込開発
データベース（DB） 個別に組込開発

（新旧比較）

ブロックチェーンの強み（1/2）
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パブリック

プライベート・パーミッション

制限なし、誰でも参加できる

制限あり、選んだサーバーだけが参加可能もしく
APIをアクセスできる

セキュリティー・コンプライアンス・プライバシーを確保するため、プライベートブ
ロックチェーンが企業に適している

ブロックチェーンの強み（2/2）
ブロックチェーンの特徴の一つは中央管理者がいないことであるが、ノードの参加者
と制限したプライベートな環境でコンプライアンスを確保することも可能である。
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8デジタルアセット管理システム（公開鍵暗号方式）

71fc5b675058d55fd81eb6fe91f6e3bc321bab752720416fb38aa7a0d1d0515a

00b3b8cf802ea687ee1e0f249e442ae82ee02b8b82e4cb3900092601603c658351

ブロックチェーン上では、すべての口座は公開鍵キーペア（楕円曲線暗号）で定義さ
れ、保有している通貨・デジタルアセットはキーペアに帰属する仕組みとなっている。

キーペア

ビットコイン

etc.

証券

日本円

公開鍵の例

秘密鍵の例



© 2016 Soramitsu. All Rights Reserved. 

9

証券保険 JPY ポイ
ント etc.

２００９年：従来のブロックチェーンでは一つの通貨（ビットコイン）のみが流通
し、他のアセットの流通はできなかった

現在：一つの通貨だけではなく、様々なデジタルアセットの流通が可能になった。
∵ブロックチェーンの強みは価値をデータとして取扱い、データを通信（流通）でき
ることであるため

デジタルアセット管理システム（フレキシブル化）
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2008年にビットコインという仮想通貨が生まれた。ビットコインはあくまで”通貨”であ
るが、ビットコインと同じしくみで「中身」を変えることにより、証券、ポイント、
ギフト券、車や家の権利、デリバティブ商品などあらゆるasset（資産）をデジタル上
で管理できるようになった。

ビットコイン2.0と言われるプロジェクトで、ビットコインにいわゆるスマートプロパ
ティやユーザー独自通貨の発行機能を実装するものとなっており、2013年ごろから、
Colored Coins、counterparty 、NEMlightwalletなどのプロジェクトが始まった。

これらのプロジェクトの出現により、企業や個人は、デジタルアセットを簡単に発
行・流通・管理することが可能となっている。

デジタルアセット管理システム（プラットフォーム）
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Bitcoin Ethereum

P2P Time 
Service ◯ ❌ ❌

サーバー評判 ◯ ❌ ❌

取引スパム
フィルター ◯ ❌ ❌

マルチシグ ◯ △ △

デジタルアセット ◯ △ △
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2016年1月 2月 3月12月

住信SBIネット銀行・
野村総研の実証実験

DBS・Standard Chartered
トレードファイナンスの実証実験

みずほ・富士通
国際証券決済の
実証実験

みずほ・ISID
Syndicated

Loanの実証実験

R3・11行
実証実験

2015年11月

VISA
実証実験

 JPX・IBM
実証実験

R3・40行
実証実験

オリックス・
静岡銀行
実証実験

ブロックチェーンの可能性（金融機関のブロックチェーン実証実験1/2）

福岡銀行
実証実験

国内外の金融機関は、ブロックチェーン技術の活用を積極的に進めるために、ブロックチェーン技術
を使ったシステム開発の実証実験を進めている。
以下は、主に日本企業の直近の実証実験プレスリリースのタイムラインになります。
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参加者 分野 ブロックチェーン 開始時間

VISA 国際送金 ビットコイン ２０１５年１１月

住信SBIネット銀行・野村総研 ブロックチェーンの一般 NEM / MIJIN ２０１５年１２月

DBS・Standard Chartered トレードファイナンス Ripple ２０１５年１２月

R3・11行 ブロックチェーンの一般 Ethereum ２０１６年１月

 JPX・IBM ブロックチェーンの一般 Open Blockchain ２０１６年２月

みずほ・電通 Syndicated Loan Ethereum ２０１６年２月

R3・40行 Commercial Paper Transactions Ethereum, Eris, Chain, Open 
Blockchain ２０１６年２月

オリックス・静岡銀行・NTTデー
タ・ドコモベンチャーズ

ブロックチェーンの一般 Orb ２０１６年２月

みずほ・富士通 国際証券決済 ビットコイン ２０１６年３月

福岡銀行 ポイント ビットコイン ２０１６年３月

ブロックチェーンの可能性（金融機関のブロックチェーン実証実験2/2）
複数のブロックチェーン技術が存在しており、スタンダードが存在していない。
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NEMの優位性は？
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         とは？
• New Economy Movement （新経済運動）www.nem.io 

• 次世代ブロックチェーンプラットフォーム（改良版ビットコイン） 

• DAO（自律分散型組織） 

• 3月31日より公開した 

• 通貨の流通量は一定 

• マイニングが無いことが特徴 

• ブロックを作成するモチベーションは取引の際の手数料

http://www.nem.io
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非常に利便性の高い開発者向けAPIを準備
http://bob.nem.ninja/docs/

import requests

req = requests.get(‘http://104.156.232.219:7890/account/get/forwarded?
address=NC2ZQKEFQIL3JZEOB2OZPWXWPOR6LKYHIROCR7PK')

req.json()
{ u'account': {u'address': u'NALICE2A73DLYTP4365GNFCURAUP3XVBFO7YNYOW',
  u'balance': 15794218396666,
  u'harvestedBlocks': 1181,
  u'importance': 0.0015975939387324564,
  u'label': None,
  u'publicKey': u'bdd8dd702acb3d88daf188be8d6d9c54b3a29a32561a068b25d2261b2b2b7f02',
  u'vestedBalance': 15792456424453},
  u'meta': {u'cosignatories': [],
  u'cosignatoryOf': [],
  u'remoteStatus': u'ACTIVE',
  u'status': u’LOCKED'} }

http://nem.io/ncc/index.html

http://104.156.232.219:7890/account/get/forwarded?address=NC2ZQKEFQIL3JZEOB2OZPWXWPOR6LKYHIROCR7PK'
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開発者向けのAPIがコアに用意し
ないで、中央サービスだけが一
般的に利用している

各サーバーがAPIを提供して、
完全に分散型でブロックチェー
ンの上にアプリを開発できる
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マルチシグなどの取引の安全性を保証する機能をシステムレベ
ルでサポート
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マイニング無し
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• 中本哲史が提案した分散形合意形成アルゴリズム
であり、皆で共有しているデータが正確である
ことを証明するもの

• それぞれのプルーフ・オブ・「何々」のアルゴリ
ズムは中本合意形成を実現していて、参加者から
次のブロックの作成者を決定するものである

確率的ビザンチン合意形成 (中本合意形成)
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• ビットコインの代表的な「マイニング」

• アルゴリズム：

• minerは取引集合をブロックに入れて、ブロックの全部の
データをハッシュする

• →ハッシュは難易度より低かったら、オッケー！終わり
として、新しいブロックを作成する

• →ハッシュは難易度より高かったら、ダメなので、
「nonce」という数字を変更する

• 繰り返す

プルーフ・オブ・ワーク（PoW）
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• ビットコインの代表的な「マイニング」

• アルゴリズム：

• minerは取引集合をブロックに入れて、ブロックの全部の
データをハッシュする

• →ハッシュは難易度より低かったら、オッケー！終わり
として、新しいブロックを作成する

• →ハッシュは難易度より高かったら、ダメなので、
「nonce」という数字を変更する

• 繰り返す

プルーフ・オブ・ワーク（PoW）

参加者の計算力を合わせて、ブロック
のデータが正しいとの証明になる 

（ワークの証明）
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• マイニング団体が力を持つことができれば、嘘のデータをブ
ロックに入れることが可能、いわゆるダブル・スペンド攻撃
の恐れがある

• P2Pノードを立ち上がるモチベーションがない

• ブロック作成者だけが手数料などを得られる

• 電力が非常に無駄になる。地球の環境破壊につながる。お金
もかかる（中国のあるところでは電気代が月８万米ドル！）

PoWの問題点
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PoWはminerらの計算力を示す確率分布から

サンプルを取って、次のブロックの作成者を決定する

PoWの一般的な働き
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計算力の確率分布からサンプルするのでは
なく、電力を無駄にしない分布からサンプ
ルする

PoWの問題の解決に向けて
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• 計算力の分布からブロックの作成者を決定せず、
アカウント取得した権利の残高の分布を利用する

• これから説明するProof-of-Importanceと同様なの
で、ここではPoSの説明は省略する

• 問題：お金持ちがブロック作成者になると、参加
資格の取得に不公平が生じる

Proof-of-Stake（取得した権利の残高の証明）
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• NEMが開発したアルゴリズム

• 経済に関するユーザー自身の重要性によって次
のブロックを誰が収穫（作成）するのかを確率
的に決める

• PoSと同じ様であるが、残高ではなく、重要性を
計算に利用する

重要性の証明(Proof-of-Importance; PoI)
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29取引グラフ

非常に重要なデータ
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Figure 1: Vesting of 100,000 XEM

All accounts in the nemesis block2 are fully vested.

2.2 NEM addresses

A NEM address is a base-323 encoded triplet consisting of:

• network byte

• 160-bit hash of the account’s public key

• 4 byte checksum

The checksum allows for quick recognition of mistyped addresses. It is possible to send
XEM to any valid address even if the address has not previously participated in any

2first block in the NEM block chain
3
http://en.wikipedia.org/wiki/Base32

Page 3 of 54

• 残高に重みを
付けて、時間
が経つと重み
が上がる

• 毎日残ってい
る付与されて
ないの一割が
付与される

付与された残高
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•アカウントからの取引はアウトリンクで、アカウント数 
x アカウント数の行列はアウトリンク行列である

アウトリンク行列
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NTTで開発したSCAN++というアルゴリズムを利用する

取引グラフをクラスターする
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NCDawareRank

• Googleの有名なPageRankと同様ですが、「NCD」awareの部分が新しい

• NCD: Nearly Completely Decomposable (大体全てがdecomposable; Herbert 

Simonが考えた言葉)

参考：Nikolakopoulos, A. N., & Garofalakis, J. D. (2013, February). NCDawareRank: a novel ranking 
method that exploits the decomposable structure of the web. In Proceedings of the sixth ACM 
international conference on Web search and data mining (pp. 143-152). ACM.
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(a) “flat” web
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(b) NCD web

Figure 1: Tiny web graph

added pages which usually have too-few incoming links, and
thus cannot receive reasonable ranking [9].
We believe that one of the main causes of the previously

mentioned problems is that PageRank, as in fact most link
analysis algorithms, approach Web in a “flat”way. Research
about the topological structure of the Web has shown that
the hyperlink graph has a nested block structure [19], with
domains, hosts and websites, introducing intermediate levels
of affiliation and revealing an interesting macro-structure [3,
12]. Thus, the Web just like many naturally emerging com-
plex systems has a hierarchical nature. According to Simon
[30] this is no accident; basically all viable complex systems,
be they physical, social, biological, or artificial, share the
property of having a nearly completely decomposable archi-
tecture: they are organized into hierarchical layers of blocks,
sub-blocks, sub-sub-blocks and so on, in such a way that in-
teractions among elements belonging to the same block are
much stronger than interactions between elements belonging
to different blocks.
The analysis of decomposable systems has been pioneered

by Simon and Ando [29], who reported on state aggregation
in linear models of economic systems, but the versatility of
Simon’s idea has permitted the theory to be used with no-
ticeable success in many complex problems originated from
evolutionary biology, social sciences, cognitive science, man-
agement, etc. The introduction of near complete decompos-
ability (NCD) in the fields of computer science and engineer-
ing is due to Courtois [11] who achieved the full mathemat-
ical development of the theory, and applied it with great
originality in a number of queueing and computer system
performance problems.
In recent years, the decomposability of the Web has been

exploited mainly from a computational point of view. The
“mathematical fingerprint” of NCD in the PageRank prob-
lem is the special spectral structure [11, 23] of the stochas-
tic matrix corresponding to the random walk on the Web
graph. This property opens the way for the use of nu-
merical methods like Iterative Aggregation/Disaggregation
(IAD) [27] that can be used to accelerate the computation of
the PageRank vector considerably. Many researchers have
followed such approaches with promising results. Kamvar et
al.[19] use the first two steps of the general IAD method to
obtain an initial vector for subsequent Power Method itera-
tions. Zhu et al.[33] propose a distributed PageRank com-

putation algorithm based on IAD methods. Langville and
Meyer [21] use a two-block IAD to accelerate the updating
of PageRank vector, and Ipsen et al.[17] analyse its asymp-
totic convergence. Recently, Cevahir et al.[8] used site based
partitioning techniques in order to accelerate PageRank.

However, little have been done to exploit decomposability
from a qualitative point of view. Knowing that a complex
system possesses the property of NCD, points the way to-
wards a more appropriate modelling approach and a math-
ematical analysis, which highlights the system’s endemic
characteristics, gives us invaluable insight to its behaviour
and consequently, provides us a theoretical framework to de-
velop algorithms and methods that materialize this insight
from a qualitative, computational as well as conceptual an-
gle.

The main question we try to address in this work is “How
could someone incorporate the concept of NCD to the ba-
sic PageRank model in a way that refines and generalizes
it while preserving its efficiency?”. For example, if we have
the information that the tiny Web graph of Figure 1(a) can
be decomposed like in Figure 1(b)1, in what way can we
utilize this to achieve better ranking, without obscuring the
simplicity and the clarity of PageRank’s approach?

Summary of Contributions.
The main contribution of this paper is the proposal of

NCDawareRank, a novel ranking measure which:

• provides a theoretical framework that enables the ex-
ploitation of Web’s innately decomposable structure in
a computationally efficient way.

• can serve as a generalization of PageRank that en-
hances its expressiveness while inheriting its attractive
mathematical characteristics and approach.

• displays low sensitivity to the problems caused by the
sparsity of the Web graph and treats newly added
pages more fairly.

• exhibits resistance to direct manipulation through link
spamming.

The rest of the paper is organized as follows. In Sec-
tion 2, we outline the basic idea behind NCDawareRank
and we briefly discuss the nature of the basic NCD blocks.
In Section 3, we develop the mathematical framework of
NCDawareRank. Our experimental results are presented in
Section 4. Finally, Section 5 concludes this paper and out-
lines directions for future work.

2. EXPLOITING WEB’S DECOMPOSABI-
LITY: THE INTUITION

2.1 From PageRank to NCDawareRank
Underlying the definition of PageRank is the assumption

that the existence of a link from page u to page v testifies the
importance of page v. Furthermore, the amount of impor-
tance conferred to page v is proportional to the importance
of page u and inversely proportional to the number of pages
u links to.

1same coloured nodes represent pages belonging to the same
block

一言で、アカウントに付属
するクラスタの情報を利用
する PageRank

NCDawareRank
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7.3 NCDawareRank

There are many ways to determine the salience of nodes in a network, and PageRank is
one method. NCDawareRank is similar to PageRank, where the stationary probability
distribution of an ergodic Markov chain is calculated [9, 11]. NCDawareRank additionally
exploits the nearly completely decomposable structure of large-scale graphs of information
flows by adding an inter-level proximity matrix as an extra term, M. The inter-level
proximity matrix models the fact that groups of nodes are closely linked together to form
clusters that interact with each other. This allows NCDawareRank to converge faster
than PageRank while also being more resistant to manipulation of scores, because the
rank for nodes within the same level will be limited.

Shown in matrix notation, NCDawareRank is calculated as:

fî = O÷fi + Mµfi + E(1 ≠ ÷ ≠ µ)fi, (10)

where:

O is the outlink matrix
M is the inter-level proximity matrix
E is the teleportation matrix
fi is the NCDawareRank
÷ is the fraction of importance that is given via outlinks
µ is the fraction of importance given to proximal accounts

This definition is the same as for PageRank, only with the addition of M and µ. For
NEM, ÷ is 0.7 and µ is 0.1. The details of how each of these variables is calculated are as
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fî = O÷fi + Mµfi + E(1 ≠ ÷ ≠ µ)fi, (10)

where:

O is the outlink matrix
M is the inter-level proximity matrix
E is the teleportation matrix
fi is the NCDawareRank
÷ is the fraction of importance that is given via outlinks
µ is the fraction of importance given to proximal accounts

This definition is the same as for PageRank, only with the addition of M and µ. For
NEM, ÷ is 0.7 and µ is 0.1. The details of how each of these variables is calculated are as
follows.

Let W be the set of all harvesting-eligible accounts. For u œ W , G
u

is the set of
accounts that have received more in value transfers from account u than have sent u.
Nearly completely decomposable (NCD) partitions of W are defined as {A

1

, A
2

, ..., A
N

},
such that for every u œ W , there is a unique K such that u œ A

K

. The proximal accounts
of each u, ‰

u

, are thus defined as:

‰
u

,
€

wœ(ufiGu)

A
(w)

, (11)

and N
u

denotes the number of NCD blocks in ‰
u

.

Page 30 of 54

レベル間proximity行列（付属するクラスタの情報）
teleportation行列

NCDawareRank

アウトリンクの重み
近位アカウントの重み

NCDawareRank



© 2016 Soramitsu. All Rights Reserved. 

37

where account w is an account, such that w œ N
‘

(u) \ {u}. For each core account that is
two-hops away from the pivot, a new cluster is generated and pivoted around it. All of
the core account’s epsilon neighbors (N
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) are added to the new cluster. When computing
the accounts that are two-hops away, accounts with direct structure reachability from the
pivoted node are removed from the calculation. When expanding the two-hops away
accounts, the accounts are processed, such that:
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After all accounts in the graph have been processed, all nodes are analyzed. If an
account belongs to multiple clusters, then those clusters are merged. Afterwards, any
account that is not in a cluster is marked as a hub if it connects two or more clusters or
as an outlier if it does not.

The use of the two-hop away nodes to expand the clusters reduces the computation
cost of clustering because the calculation of structural similarity ‡ is the slowest part of
the algorithm.

The computed clusters are also used to determine the levels in the NCDawareRank
inter-level proximity matrix, as these clusters are representative of the nearly completely
decomposable nature of the transaction graph.

7.5 Calculating Importance Scores

The importance score, Â, is calculated as follows:

Â = (normalize
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)‰, (27)

where:
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‡ is the weighted, net outlinking XEM
fî is the NCDawareRank [10] score
‰ is a weighting vector that considers the structural topology of the graph
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This definition is the same as for PageRank, only with the addition of M and µ. For
NEM, ÷ is 0.7 and µ is 0.1. The details of how each of these variables is calculated are as
follows.

Let W be the set of all harvesting-eligible accounts. For u œ W , G
u

is the set of
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付与された残高
重み付けた送金されたXEM
NCDawareRank値
グラフ構造の重み（１if cluster, else 0.9）

where account w is an account, such that w œ N
‘

(u) \ {u}. For each core account that is
two-hops away from the pivot, a new cluster is generated and pivoted around it. All of
the core account’s epsilon neighbors (N

‘

) are added to the new cluster. When computing
the accounts that are two-hops away, accounts with direct structure reachability from the
pivoted node are removed from the calculation. When expanding the two-hops away
accounts, the accounts are processed, such that:

H(u
n

) =
I

v œ V |(u, v) /œ E · (v, w) œ E · v /œ
n≠1€

i=0

N
‘

(u
i

) fi H(u
i

)
J

. (26)

After all accounts in the graph have been processed, all nodes are analyzed. If an
account belongs to multiple clusters, then those clusters are merged. Afterwards, any
account that is not in a cluster is marked as a hub if it connects two or more clusters or
as an outlier if it does not.

The use of the two-hop away nodes to expand the clusters reduces the computation
cost of clustering because the calculation of structural similarity ‡ is the slowest part of
the algorithm.

The computed clusters are also used to determine the levels in the NCDawareRank
inter-level proximity matrix, as these clusters are representative of the nearly completely
decomposable nature of the transaction graph.

7.5 Calculating Importance Scores

The importance score, Â, is calculated as follows:

Â = (normalize
1

(max(0, ‹ + ‡w
o

)) + fîw
i

)‰, (27)

where:

normalize
1

(v) is: v

ÎvÎ
‹ is the vested amount of XEM
‡ is the weighted, net outlinking XEM
fî is the NCDawareRank [10] score
‰ is a weighting vector that considers the structural topology of the graph

w
o

, w
i

are suitable constants
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= 1.25

= 0.1337

重要性の計算
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5.2 Block score

The score for a block is derived from its di�culty and the time (in seconds) that has
elapsed since the last block:

score = di�culty ≠ time elasped since last block (block score)

5.3 Block creation

The process of creating new blocks is called harvesting. The harvesting account gets the
fees for the transactions in the block. This gives the harvester an incentive to add as
many transactions to the block as possible. Any account that has a vested balance of at
least 10,000 XEM is eligible to harvest.

To check if an account is allowed to create a new block at a specific network time, the
following variables are calculated:

h = H(generation hash of previous block, public key of account)
interpreted as 256-bit integer

t = time in seconds since last block
b = 8999999999 · (importance of the account)
d = di�culty for new block

and from that the hit and target integer values:

hit = 254

-----ln
A

h

2256

B-----

target = 264

b

d
t

The account is allowed to create the new block whenever hit < target. In the case
of delegated harvesting, the importance of the original account is used instead of the
importance of the delegated account.

Since target is proportional to the elapsed time, a new block will be created after a
certain amount of time even if all accounts are unlucky and generate a very high hit.

Also note that hit has an exponential distribution. Therefore, the probability to create
a new block does not change if the importance is split among many accounts.
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hit < targetの場合、
参加者はブロックを
作成できる

PoIでブロックの作成の仕方
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Figure 4: Main net average block times over 360 blocks

If only one block is available, then the block has a predefined initial di�culty of 1014.
Otherwise, the di�culty is calculated from the last n blocks the following way:

d = 1
n

nÿ

i=1

(di�culty of block i) (average di�culty)

t = 1
n

nÿ

i=1

(time to create block i) (average creation time)

di�culty = d
60
t

(new di�culty)

If the new di�culty is more than 5% greater or smaller than the di�culty of the last
block, then the change is capped to 5%.

Additionally, di�culties are kept within certain bounds. The new di�culty is clamped
to the boundaries if it is greater than 1015 or smaller than 1013.

Simulations and the NEM beta phase have shown that the algorithm produces blocks
with an average time of 60 ± 0.5 seconds.

The slow change rate of 5% makes it hard for an attacker with considerably less than
50% importance to create a better chain in secret since block times will be considerably
higher than 60 seconds for the beginning of his secret chain.
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平均難易度

平均ブロック間の時間

新しい難易度

新しい難易度が前のブロック
より５％以上と違ったら、
５％までとする

NEMのブロック難易度計算
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• 理想的には６０秒、
実際にばらつきが
ある

• ブロック難易度で
決める

• NEM:６０秒+/-0.5秒

ブロック間の時間



© 2016 Soramitsu. All Rights Reserved. 

数多くのテストに耐えた信頼性が高いシステム 

（６０００個以上のテスト）
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２年間開発を行っている
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NEMモザイクタイル
誠さんへ１００
円を送金

“Let’s meet at Hachiko”

Send 500 XEM to
ab5f3cc…

投票したい候補者

車登録

飛行機マイル



© 2016 Soramitsu. All Rights Reserved. 

DRA
FT

44モザイクタイル（デジタルアッセト）
デジタルアセットを簡単に発行することができる、ブロックチェーンNEMの技術を利
用する。
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