
令和８年１月２７日

内閣府 科学技術・イノベーション推進事務局

人工知能政策推進室

ＡＩ政策の動向
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2．日本の現状とAI法
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世界で最もAIを開発・活用しやすい国に向けて

⚫ AI利活用で、日本の長年の課題である、人口減少、国内への投資不足、賃金停滞を解決。
健康・医療、防災を含む安全・安心な国民生活、安全保障や平和構築にも貢献。

⚫ 日本のAI産業を振興することで、日本社会の持つ潜在力の発揮を実現、デジタル赤字抑止に貢献し、
国外市場への展開も期待。

⚫ 技術進歩に伴い変動するリスクに適時適切に対応し、人間中心のAIを堅持。

⚫ AIを基軸として、新たな経済発展と安全・安心な社会を構築。

方

イノベーション促進

リスク対応

差別・偏見の助長 犯罪への利用
プライバシー・
財産権の侵害

偽・誤情報の拡散 雇用・経済不安

効率化・
生産性向上

（自動化、最適化）

新事業・
新市場創造
（創薬、新素材）

社会課題解決
（農業、医療、介護）

包摂的成長
（中小企業、公共
サービス高度化）

生活の質の向上
（病気の早期発見、

自動運転）

主なメリット：自律的に業務を実行する「ＡＩエージェント」、現実世界でロボット等を動かす「フィジカル
ＡＩ」、といった近時の技術進歩で、多様な可能性が拡大

主なリスク：ＡＩの開発・利用の進展で、誤判断、ハルシネーション、サイバーセキュリティといったＡＩの有
する技術的リスクから「人との協働」に関する社会的リスクへ拡大

イノベーションの促進とリスク対応の両立
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日本の置かれた現状

◼ 米国・中国のみならず、グローバルサウスを含めた世界各国がＡＩ開発競争に名乗り。

◼ 日本ではＡＩの利活用が十分に進んでおらず、ＡＩ関連の投資も停滞。

◼ 「ＡＩを使わない」ことが最大のリスクであり、日本のＡＩ投資・利活用の推進は急務。

ＡＩへの民間投資額の変化

2023年

1位 ：米国(約672億ドル)

2位 ：中国(約78億ドル)

3位 ：英国(約38億ドル)
～

9位 ：韓国(約14億ドル)
～

12位：日本(約7億ドル)
13位 ：アラブ首長国連邦(約4億ドル)

2024年

1位 ：米国(約1091億ドル)

2位 ：中国(約93億ドル)

3位 ：英国(約45億ドル)
～

8位 ：アラブ首長国連邦(約18億ドル)
～

11位 ：韓国(約13億ドル)
～

14位：日本(約9億ドル)

生成ＡＩの利活用状況の変化

2023年

●個人の生成ＡＩサービス利用経験

中国(56.3%) 米国(46.3%) 

ドイツ(34.6%) 日本(9.1%)

●企業における業務での生成ＡＩ利用率

米国(84.7%) 中国(84.4%)

ドイツ(72.7%) 日本(46.8%)

2024年

●個人の生成ＡＩサービス利用経験

中国(81.2%) 米国(68.8%) 

ドイツ(59.2%) 日本(26.7%)

●企業における業務での生成ＡＩ利用率

米国(90.6%) 中国(95.8%)

ドイツ(90.3%) 日本(55.2%)

出典： 「令和6年版情報通信白書」及び「令和7年版情報通信白書」 並びに「スタンフォード大学による調査（AI Index Report 2024、2025）」を基に内閣府にて作成。
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成立：令和７年５月28日 施行：令和７年６月４日（一部の規定を除く）

人工知能関連技術の研究開発及び活用の推進に関する法律（AI法）の概要
（2025年5月28日成立、6月4日公布・一部施行、9月1日全面施行）
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ＡＩ政策の推進体制

内閣府科学技術・イノベーション推進事務局（ＡＩ政策推進室）

根拠：本部決定（本部令第１条）
座長・委員：産業界、学術界等から16名

人工知能戦略担当大臣出席

議長：官房長官 議長代理：科技大臣 副議長：関係本部担当大臣 構成員：他の全国務大臣

統合イノベーション戦略推進会議
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根 拠：ＡＩ法第19条
本部長：内閣総理大臣 / 副本部長：官房長官、人工知能戦略担当大臣
本部員：上記以外の全ての国務大臣

人工知能戦略本部

人工知能戦略推進会議（局長級）

根 拠：本部決定
議 長：人工知能戦略担当大臣
構成員：全府省庁 局長級

根 拠：ＡＩ戦略推進会議議長決定
議 長：内閣府科学技術・イノベーション推進事務

局
統括官（ＡＩ等担当）

構成員：全府省庁 課長級

人工知能戦略推進会議幹事会（課長級）

人工知能戦略専門調査会
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３．AI関連施策

（基本計画、指針、調査、予算等）
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◎「信頼できるＡＩ」を追求し、「世界で最もＡＩを開発・活用しやすい国」へ。
◎「危機管理投資」・「成長投資」の中核として、今こそ反転攻勢。

人工知能基本計画（概要）
～ 「信頼できるＡＩ」による「日本再起」 ～

１．ＡＩ利活用の加速的推進 「ＡＩを使う」 ２．ＡＩ開発力の戦略的強化 「ＡＩを創る」

⚫ 政府・自治体でのＡＩの徹底した利活用

⚫ 社会課題解決に向けたＡＩ利活用の推進

⚫ ＡＩ利活用促進による新しい事業や産業の創出

⚫ 更なるＡＩ活用に向けた仕組みづくり

⚫ 日本国内のＡＩ開発力の強化

⚫ 日本の勝ち筋となるＡＩモデル等の開発推進

⚫ 信頼できるＡＩ基盤モデル等の開発

⚫ ＡＩ研究開発・利用基盤の増強・確保

３．ＡＩガバナンスの主導 「ＡＩの信頼性を高める」

ＡＩの適正性を確保するガバナンスを構築。日本国内だけでなく、国際的なガバナンス構築を主導。

⚫ ＡＩ法に基づく適正性確保に向けた指針、調査・助言、評価基盤となるＡＩセーフティ・インスティテュートの機能強化

⚫ ＡＳＥＡＮ等グローバルサウス諸国を含めた国際協調

社会全体で「信頼できるＡＩ」を使う

データの集積・利活用・共有を促進

４．ＡＩ社会に向けた継続的変革 「ＡＩと協働する」

産業や雇用、制度や社会の仕組みを変革するとともに、ＡＩ社会を生き抜く「人間力」を向上。

⚫ ＡＩを基軸とした産業構造の構築

⚫ ＡＩ人材の育成・確保

利
活
用
と
技
術
革
新
の
好
循
環

⚫ ＡＩ社会における制度・枠組みの検討・実証

⚫ ＡＩ時代における人間力の向上

世界最先端のＡＩ技術を、適切なリスク対応を行いながら
積極的に利活用。

ＡＩエコシステムに関する各主体での開発及び組み合わせに
より、日本の強みとして「信頼できるＡＩ」を開発。

１

イノベーション促進とリスク対応の両立、アジャイル（柔軟かつ迅速）な対応、内外一体での政策推進

◎ 制度改革等のための省庁間連携、適切なベンチマークの設定とモニタリング、当面毎年変更

３つの原則

４つの基本的な方針に基づく施策

基本構想

令和7年12月23日閣議決定
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（参考）ＡＩ施策の方向性：ＡＩ利活用の加速的推進（ＡＩを使う）

まず使ってみるという意識を広く社会に醸成。利活用の阻害要因であるＡＩによる効果
やリスクへの理解不足等の解消に努める。

• 日本社会全体で、世界最先端のＡＩに関する技術を能動的に利活用する
ことで、新たなイノベーションを創出。

• データの集積・利活用・共有を促進し、ＡＩの利活用、性能向上を実現。

地方創生、経済再生及び国民生活の質の向上に資するＡＩ利活用を促すため、
ＡＩ利活用を前提に既存の規制や制度の見直しを先導的に推進。

政府による適正な調達・利活用を先導し、ＡＩの信頼性・透明性を確保。
地方自治体の持続的な行政サービスに向けた、ＡＩ導入環境の整備。

人手不足への対応や防災・インフラの安全性確保、安全保障に関わる技術の高度
化等、社会課題・国家的課題の解決に直結する分野におけるＡＩの利活用を支援。
デジタル化・ＡＩ導入補助金を始めとする中小企業におけるＡＩ導入促進の円滑化。

フィジカルＡＩの導入促進、科学研究におけるＡＩ利活用、スタートアップ支援による新事
業・新産業の創出。

具体的取組

２

ＡＩの徹底した利活用や性能向上のため、データの集積・利活用、特に組織を越えた
データの共有及び官民連携によるデータ利活用を促進。
データの安全性確保を図ることを含めて、戦略的に推進。
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隗より始めよ ガバメントAI（源内）の徹底利用

汎用的なAIアプリと行政実務用の特化型AIアプリの活用推進

• デジタル庁において、行政における生成AIの活用推進のモデルとして「源
内」を開発して利用。

• 汎用的なAIアプリとして、AWS社「Nova Lite」、Anthropic社「Claude4.5 

Haiku、Claude4.5 Sonnet」の３モデルから職員が選択可能。行政実務用の
AIアプリは、職員が効率的・効果的に業務を遂行できるよう目的・用途ごとに
構築された特化型AI。2025年8月時点で20種類のAIが利用可能。
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（参考）ＡＩ施策の方向性：ＡＩ開発力の戦略的強化（ＡＩを創る）

• ＡＩエコシステムの各主体（アプリ・モデル・計算基盤等）での開発と組合せ促進
で、日本の強みとして「信頼できるＡＩ」を開発、海外にも積極的に展開。

• ＡＩを社会全体で使い、そこで生じた課題を解決するAIを創ることで、広範な
技術革新につなげる好循環を実現。

我が国が独自にＡＩを研究開発、自律的運用できる能力を強化し、日本の自律性・不可欠
性を確保。国内外トップ人材の受け入れ、質の高いデータを活かしたＡＩ開発力の向上。

ＡＩモデルとアプリを組み合わせた多様なサービス創出、フィジカルＡＩの開発導入、
ＡＩ for Science等の推進を日本の勝ち筋へ。

十分な計算資源と基盤となる半導体開発・供給、データセンター及びクラウド環境整備、
それらを支える通信ネットワークの構築、安定的な電力供給体制の確保等、戦略的な
ＡＩインフラ整備を加速。

国家主権と安全保障の観点や日本の文化・習慣等を踏まえた信頼できるＡＩの実現に
向けたデータの整備。評価基盤やテストベッドも整備。

政府と民間企業が連携し、研究開発、ＡＩインフラ整備等に戦略的に投資し、ＡＩ投資
が日本経済を牽引する成長エンジンとなるよう、投資を加速。

具体的取組

３

エネルギー効率を重視したＡＩエコシステムの実現に向けた基盤モデル開発を推進。
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（AI政策）フィジカルAIの開発促進

出典：経済産業省「AIロボティクス検討会 第1回事務局資料」 https://www.meti.go.jp/shingikai/mono_info_service/ai_robotics/pdf/001_03_00.pdf

⚫ フィジカルAI分野の基盤モデルにより、従来は難しかった汎用・自律的なロボットの動作が可能に。

⚫ 日本では、オープンなデータ基盤の成長を加速させることにより、基盤モデルの開発や社会実装を促
進する。

https://www.meti.go.jp/shingikai/mono_info_service/ai_robotics/pdf/001_03_00.pdf
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（参考）ＡＩ施策の方向性：ＡＩガバナンスの主導（ＡＩの信頼性を高める）

• 人とＡＩが協働する社会でＡＩの利活用と技術革新の好循環を実現する
環境を構築するため、ＡＩの適正性を確保するガバナンスを構築。

• 国境を越えるＡＩでは、国内だけでなく国際的なガバナンスが不可欠であり、
我が国はその構築を主導。

国民や事業者等の能動的な取組を促すため、ＡＩ法第13条の指針等で考えを示し、
ＡＩセーフティ・インスティテュート（ＡＩＳＩ）の抜本的強化によるＡＩモデルの適切な技術
的評価、ＡＩ法第16条の調査研究を軸にリスクの実態把握、必要な措置を実施。

ＡＩガバナンスに関する国際的枠組み「広島ＡＩプロセス」を主導してきた日本として、引き
続き国際的な議論を主導しながら、ＡＩガバナンスの構築において国際協調を図る。

ＡＩイノベーションの好循環を実現し、信頼できるＡＩエコシステムを構築するため、技術
開発・実証・評価・運用において、適正性の確保につながるＰＤＣＡサイクルを構築。

具体的取組

多様な開発主体・用途・設計思想等に基づくＡＩモデル間の相互運用性の確保を重視
し、日本が多様なＡＩイノベーションの結節点へ。
グローバルサウス諸国と共創・協力モデルを構築。 ４

ＡＩの安全性確保やＡＩを利用した攻撃への対応がサイバーセキュリティ上の課題である
ことを踏まえ、体制整備を含めた適切な措置を講じる。
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（AI政策）AISIの機能強化

事業実証ワーキンググループ設置

業界ごとのAIセーフティ評価に関する見
解をまとめ、業界ごとに特化されたガイド
やデータを作り、AIセーフティ評価の普及
とAI利活用の促進を図る

【関係省庁等】
内閣府、国家安全保障局、国家サイバー統括室、警察庁、デジタル庁、総務省、外務省、文部科学省、厚生労働省、農林水産省、経済産業省、国土交通省、防衛省

情報通信研究機構、理化学研究所、国立情報学研究所、産業技術総合研究所、情報処理推進機構
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（参考）ＡＩ施策の方向性：ＡＩ社会に向けた継続的変革（ＡＩと協働する）

• 人とＡＩが協働する社会を実現するため、産業や雇用の在り方、制度や社会
の仕組みを先導的かつ継続的に変革。

• ＡＩを使い、ＡＩを創るＡＩ人材の育成・確保に加え、人とＡＩの役割分担
を模索しながら、ＡＩ社会を生き抜く「人間力」を向上できる環境を構築。

ＡＩを基軸とした産業構造の構築、地域活性化の促進を図り、包摂的成長に貢献。

ＡＩ社会において人が人としての価値を発揮するため、創造力、思考力、判断力、適応
力、コミュニケーション力などを含む「人間力」を向上。
ＡＩ時代にふさわしい働き方の方向性を検討。

ＡＩ時代の産業構造を踏まえた人材ニーズを調査・分析。ＡＩ社会の実現のために必要不
可欠な、ＡＩの利活用・開発を担うＡＩ人材について質・量ともに育成・確保。

具体的取組

イノベーション促進とリスク対応の双方の観点からのＡＩ社会における規制や制度のあり方
を検討・実証。

雇用への影響について、産業構造や職種の変化も含めて丁寧に分析。新たな働き方
に適応できるよう、教育、リ・スキリング支援等の対策を講ずるプロセスの継続実施。

５

適切な知的財産の保護と利活用につながる透明性を確保を図るとともに、コンテンツ
ホルダーへの対価還元等の推進に向けた取組を進める。
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人工知能関連技術の研究開発及び活用の適正性確保に関する指針（概要）

適正性確保に関する基本的な考え方

本指針の
位置付け

○ ＡＩ法第13条に基づき、信頼できるＡＩの実現に向けて、国際的な規範の趣旨に即して策定。

○ 全ての主体におけるＡＩの研究開発及び活用の適正な実施に係る自主的かつ能動的な取組を促す。

① リスクベースでのアプローチ
② ステークホルダーの積極的な関与
③ 一気通貫でのＡＩガバナンスの構築
④ アジャイル（柔軟かつ迅速）な対応

●人間中心 ●公平性 ●安全性 ●透明性
●アカウンタビリティ ●セキュリティ
●プライバシー・個人情報 ●公正競争
●ＡＩリテラシー ●イノベーション

活用事業者、研究開発機関 国、地方公共団体 国民

各主体が特に取り組むべき事項

○ＡＩガバナンスを構築・運用。
○ステークホルダーとの信頼関係の構築
に向けて透明性を確保。

○技術を用いて十分な安全性を確保。
○データの重要性を踏まえデータ保有者
等のステークホルダーへ配慮。

○ＡＩを積極的かつ先導的に活用。
○各主体がＡＩの責任ある利用ができる
ようリテラシーの向上を図る。

○ＡＩガバナンスの在り方を検討。
○行政の信頼性を確保するため、アカウ
ンタビリティを果たす。

○人間中心の原則に基づき、倫理、
法令、人権等の様々な課題を理解
しＡＩの責任ある利用者としての
自覚を持って行動。

○ＡＩリテラシーを能動的に身に付
け、ＡＩを適切に利用。

◎国 ◎地方公共団体

◎研究開発機関

◎活用事業者 ◎国民

ＡＩに関わる全ての主体

適正性確保に必要となる主な要素 適正性確保のための基本方針

令和7年12月19日AI戦略本部決定
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◼ 事業者・国民の自主的かつ能動的な取組を促すAI法第13条に基づく指針（AI指針）を整備。

◼ AI指針やAI事業者ガイドライン等を基にした、AIセーフティ・インスティテュート(AISI)によるAIモデル
の技術的評価の実施、当該評価も踏まえたAIがもたらすリスクに係るAI法第16条に基づく調査研究、
各府省庁ガイドライン等を有機的に組合せて、アジャイルに対応。

AIの適正性確保のための自主的かつ
能動的な取組を促す基本的な考え方

AI法第13条 指針

分野ごとの具体的な対策等

各府省庁ガイドライン等

AIの適正性に係る評価

AISIによるAIモデル技術的評価

国民の権利利益の侵害事案について実態把握

AI法第16条 調査研究等

政府の取組に積極的に協力し、
自分事として適正性確保に取り組む

事業者・国民による自主的取組

リスク対策の技術開発等

政府による支援

評価・調査を踏まえた
アジャイルな見直し

ガイドライン等を基とした
評価・調査

自主的取組の促進

実態を踏まえた
アジャイルな見直し

積極的協力

適正性の評価・調査

AIリスクへのアジャイルな対応（イメージ）
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（参考）生成AIのリスクに関する注意喚起・啓発

【出典】警察庁ウェブサイト
（左：AIでの画像生成・加工に関する注意喚起、右：ランサムウェア被害防止対策）

【出典】令和７年上半期におけるサイバー空間をめ
ぐる脅威の情勢等について
（令和７年９月警察庁サイバー警察局）
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ＡＩ法に基づく調査研究等について

① 性的なディープフェイクを生成するＡＩ

② 雇用（採用・人事評価等）におけるＡＩ活用

・ 企業等におけるＡＩの活用実態や事例

・ ＡＩ開発企業における安全性向上対策

・ 国民の権利利益を侵害する案件の実態 等

• ＡＩのイノベーションを促進し、リスクに適切に対応するため、ＡＩの
研究開発及び活用の実態を把握し、分析することが必要

⇒ＡＩ法第16条に「調査研究等」が規定

⚫ ＡＩ戦略本部の設置を待たずして、
以下について調査を実施し、現段階での調査結果をとりまとめ。

⚫ 今後、上記の調査結果や、専門調査会での検討を踏まえつつ、
必要な調査を新たに行っていく。

調査結果の詳細
は、次頁参照。
結果を踏まえ、
関係省庁と対策
を検討

【出典】 AI戦略本部（第1回）資料2－4 （令和7年9月12日）
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調査結果のポイント

① 性的なディープフェイクを生成するＡＩ

② 雇用（採用・人事評価等）におけるＡＩ活用

児童ポルノを含む性的なディープフェイクについて、
生成可能なＡＩアプリの実態、被害状況及び拡散実態について調査

採用や人事評価等の人事業務を支援するＡＩシステムの実態、システムの活用実態
について調査

• ＡＩ技術の進歩により、性的ディープフェイクが容易に生成可能な状況

• 関連NPO法人による被害認知件数の増加などを踏まえると、更なる拡大が懸念

• 関係省庁と連携し、引き続き実態把握に努めるとともに、必要な対策を検討

• 日本でも、採用面談、給与査定、人材配置等の人事業務を支援するＡＩシステムが提供

• 現状、これら支援機能の活用は一部企業等に限られているが、活用の拡大が予想

• 関係省庁と連携し、引き続き実態把握に努めるとともに、必要があれば対策を検討

【出典】 AI戦略本部（第1回）資料2－4 （令和7年9月12日）
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R７年度補正予算額：4,380億円
R６年度 補正予算額：1,653億円※【参考】 経済対策におけるＡＩ施策（令和７年度 補正予算）

ＡＩと協働する（ＡＩ社会に向けた継続的変革） 33億円

【文】ＡＩ活用等のニーズに応えるリ・スキリングの推進【新】

【文】学校現場におけるAI利用に関する実証の推進等
【外】日本・グローバルサウス間でのＡＩ人材

頭脳循環等支援

22.1億円
の内数

8.1億円
16.6億円

「ＡＩ法」（令和７年５月成立、９月全面施行）及び「『強い経済』を実現する総合経済対策」（令和７年11月閣議
決定）を踏まえ、ＡＩイノベーションの促進及びリスク対応の両立に向けて、ＡＩ関連施策を総合的・計画的に推進。

ＡＩを使う（ＡＩ利活用の加速的推進） 502億円

（注１）事業費の一部等、ＡＩ関連予算額を抽出困難な施策は、予算総額に含まず。
（注２）ＡＩ基本計画の４方針のうち複数の方針に関係する場合は、最も関係が深い方針に分類。
（注３）小項目ごとの予算は四捨五入した額を記載。

※基金の積み増し分含む

44億円
129億円の内数

220億円の内数
341億円
の内数

89.7億円
35億円の内数

3,400億円
の内数

2.6億円

【デ】ガバメントＡＩの推進【新】
【総】地域におけるＡＩ等の実装に係る好事例

創出推進
【厚】介護テクノロジー導入等に対する支援
【内（金）】地域金融機関の生成ＡＩ活用実証【新】
【内（国）】ＡＩを活用した次世代造船ロボット開発【新】
【農】スマート農業技術開発・供給加速化対策
【国】ＡＩを活用した建設現場の生産性向上の推進
【経】中小企業の労働生産性の向上を目的とした

デジタル化・AI導入支援
【警】ＡＩを活用した匿名・流動型犯罪グループ

の情報分析システムの構築【新】

ＡＩを創る（ＡＩ開発力の戦略的強化） 3,605億円

341億円
の内数

1,537億円
の内数

370億円
383億円

239億円

400億円

460.2億円

42億円

【内】フィジカルＡＩテストベッド構築に係る調査【新】
【内（経）】E2E自動運転の安全性評価手法確立【新】
【経】ＡＩ開発力向上・社会実装の促進、フィジカルＡＩ

の開発促進、製造業等のデータ利活用の促進
【文】AI for Scienceによる科学研究革新プログラム【新】
【総】信頼できるＡＩ開発・活用支援に資するデータ

整備及びＡＩの能動的評価基盤の構築等
【総】次世代情報通信基盤Beyond 5Gの研究

開発等の推進
【総】海底ケーブル等の地方分散によるデジタル

インフラの強靱化
【文】革新的ハイパフォーマンス・コンピューティング・

インフラ（HPCI）の構築
【文】大規模オートメーション/クラウドラボの形成【新】

ＡＩの信頼性を高める（ＡＩガバナンスの主導） 240億円

【内】AISIの抜本的な機能強化
【内（経）】フィジカルＡＩの安全性ルール整備等【新】
【総】ASEANでのAI制度整備・技術開発・

人材育成等支援
【文】生成AIモデルの透明性・信頼性の確保に

向けた研究開発
【総】インターネット上の偽・誤情報対策技術の開発・実証
【外】「広島ＡＩプロセス」に基づくガバナンス推進支援

341億円
の内数

80.5億円
の内数

46.9億円

24億円の内数
0.4億円
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